This loss of contrast is likely to be due to a relaxation of the level population during the measurement itself.

In order to understand what limits the coherence time of the circuit, measurements of the linewidth \( \Delta f_{\text{opt}} \) of the resonant peak as a function of \( U \) and \( \Phi \) have been performed. The linewidth increases linearly when departing from the optimal point \((V_g = 1/2, \Phi = 0, I_c = 0)\). This dependence is well accounted for by charge and phase noises with root mean square deviations \( \Delta f_{\text{opt}} = 0.004 \) and \( \Delta f(2\pi) = 0.002 \) during the time needed to record the resonance. The residual linewidth at the optimal working point is well explained by the second-order contribution of these noises. The amplitude of the charge noise is in agreement with measurements of \( 1/f \) charge noise \((\lambda f/J)\), and its effect could be minimized by increasing the \( E_J/E_C \) ratio. The amplitude of the flux noise is unusually large \((\lambda f/J)\) and should be significantly reduced by improved magnetic shielding. An improvement of \( Q_0 \), by an order of magnitude thus seems possible. Experiments on quantum gates based on the controlled entanglement of several capacitively coupled quantum circuits could already be performed with the level of quantum coherence achieved in the present experiment.
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Coherent Temporal Oscillations of Macroscopic Quantum States in a Josephson Junction

Yang Yu, Siyuan Han, Xi Chu, Shih-I Chu, Zhen Wang

We report the generation and observation of coherent temporal oscillations between the macroscopic quantum states of a josephson tunnel junction by applying microwaves with frequencies close to the level separation. Coherent temporal oscillations of excited state populations were observed by monitoring the junction’s tunneling probability as a function of time. From the data, the lower limit of phase decoherence time was estimated to be about 5 micro-seconds.

The question of whether macroscopic variables obey quantum mechanics has stimulated extensive theoretical interests (1, 2). The experimental search for macroscopic quantum phenomena (MQP) did not start until the early 1980s, when theory showed that the experimental conditions for observing MQP in josephson junction–based devices were achievable (3–5). Many MQP, such as macroscopic quantum tunneling (MQT) (6–10), energy level quantization (11, 12), quantum incoherent relaxation (13), resonant tunneling and photon-assisted tunneling (14), and photo-induced transition and population inversion between macroscopic quantum states (15, 16), have since been observed. Recent spectroscopy evidence of superposition of fluid states and persistent-current states in superconducting quantum interference devices has also been reported (17, 18). However, time domain coherent oscillations between macroscopic quantum states (MQS), which is more direct evidence for the superposition of MQS, has thus far evaded experimental detection.

One of the methods proposed to create coherent temporal oscillations between two MQS is via Rabi oscillation, an effect that is well established and understood in atomic and molecular systems (19). The principle of Rabi oscillations is that by applying a monochromatic electromagnetic (EM) field to a quantum two-level system, which interacts with the EM fields, the system will be in a superposition of the two energy eigenstates that results in oscillations between the lower and upper levels with Rabi frequency \( \Omega \). The amplitude of the population oscillations is at a maximum when the frequency of the EM wave \( \omega \) is in resonance with the level spacing \( \Delta \omega \), i.e., \( \omega = \Delta \omega/\hbar \). Rabi oscillation is a coherent quantum phenomenon that provides the foundation to a wide variety of basic research and applications, ranging from coherent excitation of atoms and molecules by laser to quantum computation (20–22). Re-
cently, Rabi oscillations have been observed in mesoscopic systems such as quantum dots and wells and single Cooper pair tunneling devices (23–27). We report experimental evidence for Rabi oscillations in a macroscopic quantum system, a Josephson junction (JJ), to a level never observed before.

To observe Rabi oscillations in a macroscopic quantum system, the decoherence time $\tau_d$ must be significantly greater than the period of Rabi oscillations. This requirement is readily satisfied in atomic and molecular systems but is very difficult to meet in macroscopic systems, such as Josephson junctions, because of the coupling that occurs between the macroscopic variables and the environmental degrees of freedom. Using a Josephson tunnel junction that is carefully shielded from noises and weakly coupled to its environment, we were able to generate and detect Rabi oscillations between the MOQs of the junction. The result is a clear demonstration of the superposition of macroscopic quantum states, a necessary requirement for the realization of pulse-driven superconducting quantum gates (20, 22).

The dynamics of a JJ is equivalent to that of a fictitious particle of mass $C$ moving in a washboard potential $U(\Phi) = -I_0\Phi - \frac{E_\Phi}{C}\cos(2\pi\Phi/\Phi_0)$, where $C$ is the junction capacitance, $\Phi_0 \equiv h/2e$ is the flux quantum, $E_\Phi \equiv I_0\Phi_0/2\pi \approx 7$ is the magnitude of maximum Josephson coupling energy, $I_0$ is the critical current of the junction, $I_b$ is the bias current, and $\Phi \equiv (\delta/2\pi)\Phi_0$ (where $\delta$ is the gauge-invariant phase difference of the superconducting order parameter across the junction) (28). An underdamped JJ with $I_b < I_c$ has two distinctive voltage states: the zero-voltage state corresponds to the particle being trapped in a metastable potential well, and the finite voltage state corresponds to the particle running down the washboard potential. It is also well established that underdamped JJs have quantized energy levels and that microwaves can excite transitions between these levels (9, 11, 12). For a JJ pumped by microwaves, Rabi oscillations are expected to occur for $\tau_d \gg 2\pi/\Omega$. In the opposite limit of $\tau_d < 2\pi/\Omega$, the dynamics is incoherent and no coherent oscillations will occur.

Being able to generate Rabi oscillations in a JJ is not sufficient for their observation. In addition, one must also be able to detect them. We used the tunneling rate from the potential well to probe population $p_{11}$ of the upper level |1). Because the tunneling rate from level |1) is more than $10^3$ times that from level |0), the total tunneling rate is strongly influenced by $p_{11}$. In addition to tunneling, there are also the processes of interlevel decay and dephasing that affect the dynamics of the junction. The situation is depicted in Fig. 1, where $\Gamma_i$, $\Gamma_d$, $\Gamma_0$, and $\gamma_{10}$ denote the tunneling rate from level $i = 0$, 1) and $\gamma_{10}$ denotes the rate of energy relaxation from |1) to |0). Because the tunneling rates depend exponentially on the barrier height, the bias currents can be chosen so that the tunneling from |0) is essentially “frozen out” and escapes are mostly from the upper levels. Therefore, the time-dependent tunneling probability probes the temporal variation of the upper level population directly.

In the rotating wave approximation, the quantum dynamics of a Josephson junction with microwave excitations, including the effects of various decaying rates (Fig. 1), is described by the Liouville equation of the time evolution of the density matrix operator

$$\frac{du}{dt} = \Delta v(t) - \Gamma u(t),$$

$$\frac{dv}{dt} = -\Delta \omega(t) - \Gamma v(t) + \Omega_\omega(t),$$

$$\frac{dw}{dt} = -\frac{1}{2} (\Gamma_0 + 2\gamma_{10} + \Gamma_0) w(t) - \Omega_\omega(t) - \frac{1}{2} (\Gamma_0 + 2\gamma_{10} + \Gamma_0) S(t),$$

$$\frac{dS}{dt} = -\frac{1}{2} (\Gamma_0 + \Gamma_0) S(t) - \frac{1}{2} (\Gamma_0 + \Gamma_0) w(t)$$

where $\Delta = (E_1 - E_0)/\hbar - \omega$ is the detuning (with $\omega$ the microwave frequency), $\Omega_\omega = |\delta_0 (E_0 / \hbar)|$ is the resonance (\$= 0\$) Rabi frequency, $I_{10}$ is the amplitude of microwave current normalized to $I_{10} = 0 (0/\hbar)$ is the coupling matrix element, $u = p_{11} + \rho_{10}$, $v = \frac{1}{T} (\rho_{10} - \rho_{10})$, $w = \rho_{11} - \rho_{00}$ and $S = \rho_{11} + \rho_{00}$. In addition, we have defined $\Omega = \sqrt{\Omega_0^2 - (\Gamma - \Gamma_0)^2}$ as the Rabi frequency and $\Gamma$ as the total off-diagonal decay rate given by $\Gamma = \frac{1}{2} (\Gamma_0 + \Gamma_0 + \gamma_{10}) + \gamma_e$ (with $\gamma_e$ as the dephasing rate).

The measurement of the time evolution of the Rabi oscillations due to the finite detuning. The set of Liouville equations can be solved analytically by means of the Laplace transformation technique, from which the time-dependent populations of both levels can be obtained. The exact analytical solutions are too cumbersome to present here. However, in the limit of $\Gamma_0 > \gamma_{10} > \gamma_e > \Gamma_0$, a situation likely to be applicable here, we obtain the approximate analytical solution as follows

$$p_{11}(t) = e^{-\Gamma_0 \Omega^2 / 4 \Omega^2} \sin \left( \frac{\Omega}{2} \right)^2$$

which describes damped oscillations, in contrast to the simple exponential decay behavior of incoherent processes.

We used a 10 \mu m by 10 \mu m NbN/AlN/NbN junction. The junction parameters, $I_c = 147.9$ \mu A and $C = 5.8 \pm 0.6$ pF, were obtained from independent measurements in the thermal regime. $I_b$ and $C$, together with $I_c$, uniquely determine the energy level separations. All electrical leads connected to the junction are carefully filtered. The measured switching current distributions of junctions on the same chip but with much smaller critical current were consistent with the prediction of MQT theory to $T = 8$ mK, indicating that the effect of extrinsic noises was negligible. A more detailed description of our experimental setup can be found elsewhere (29). Because the junction was inside a high Q (high quality factor) cavity, it was difficult to sweep the microwave frequency while keeping constant the power coupled to the junction. Therefore, varying detuning parameter $\Delta$ was accomplished by changing the junction’s dc bias current $I_b = I_0/I_c$ (thus the level separation) while keeping $\omega$ constant. Another important property of the system is that the tunneling rate is sensitive to the applied microwave power. If the power is too high, it will cause significant strong field effects (e.g., multiphoton transitions). Conversely, weaker microwave power results in smaller amplitude of Rabi oscillations due to the finite detuning.

The measurement of the time evolution of
The frequency detuning $D$ and the on-resonance Rabi frequency is $-\Delta$. The circles (connected by the black line to guide eyes) are data and the solid line is the best fit to Eq. 5. (Inset) Data taken at a slightly higher dc bias current where the detuning value is much larger.

**Fig. 3.** Tunneling probability density $P(t)$ measured at 8 mK at $I_b = 0.993$ with the microwave frequency set to $f = 16500$ GHz. The frequency detuning $\Delta$ is estimated to be less than 5 Mrad/s, and the on-resonance Rabi frequency is $-\Delta$. The circles (connected by the black line to guide eyes) are data and the solid line is the best fit to Eq. 5. (Inset) Data taken at a slightly higher dc bias current where the detuning value is much larger.

The tunneling probability density $P(t)$ is as follows: for each measurement cycle, the junction’s bias current was ramped up to and kept at $I_b$ for a period of $\Delta t_b$. At this bias level, typically around $I_b = 0.99$, the average time remaining in the zero-voltage state without microwave is much greater than $\Delta t_b$, so that almost no escape would occur at $t < \Delta t_b$. A microwave pulse of frequency $f = \omega/2\pi$ and duration $\Delta t_{\text{on}}$ was then applied (Fig. 2) to the junction via a cryogenic semirigid coaxial cable, which generates oscillations in upper-level population and thus a periodic enhancement of the tunneling rate. The time at which the junction switched from the zero to finite voltage state, the escape time, was recorded using a timer with subnanosecond resolution. The process was repeated $10^5$ to $10^6$ times. The tunneling probability density $P(t)$, the number of tunneling events per unit time, was then obtained from the histogram of escape times. $P(t)$ is approximately proportional to $P_{11}$ for $\Gamma_c \ll \Gamma_i$. With the limit of $\Delta = 0$ and fast decay, Eq. 5 becomes

$$P_{11}(t) = e^{-\Gamma t} \frac{\Omega_0^2}{2|\Omega|^2} \left(1 - \cos \Omega t\right)$$

In Fig. 3, the measured tunneling probability density is shown as a function of time. The frequency and duration of the microwave pulses are $\omega/2\pi = 16.5$ GHz and $\Delta t_{\text{on}} = 0.1$ ms. Because all tunneling events occurred at $t < \Delta t_{\text{on}}$, the effect of microwave pulse is the same as that of a continuous wave turned on at $t = 0$. The measured $P(t)$ clearly shows the damped temporal oscillations described by Eq. 5. The peaks and dips in $P(t)$ correspond to the population of excited state reaching maxima and minima, respectively. The period of oscillations and the decay time, obtained from fitting the data to Eq. 5, are $\Omega = 8.90 \pm 0.01$ megarad/s and $\Gamma^{-1} = 4.91 \pm 0.03$ ms. However, observation of damped $P(t)$ oscillations is necessary but not sufficient evidence of Rabi oscillation because the oscillations can also be due to other mechanisms. For instance, the observed oscillations could be caused by frequency beats between the applied microwave and a cavity mode, which would lead to $P(t)$ oscillations with frequency $\Delta \omega \equiv \omega - \omega_{cav}$, where $\omega_{cav}$ is the frequency of the cavity mode. In this case $P(t)$ would not be sensitive to variations in detuning $\Delta$ when $\Delta \omega$ was fixed. In contrast, for weak microwave fields, the amplitude of $P(t)$ oscillations due to Rabi mechanism depends strongly on the detuning $\Delta$. Therefore, the $\Delta$ dependence of $P(t)$ can be used to verify whether the observed oscillations were due to the cavity-microwave interaction. To do this, $P(t)$ was measured at a slightly higher bias current $I_b$ while keeping all other parameters the same. There are two major effects of increasing $I_b$. One of them is to reduce the level spacing, thus increasing the detuning $\Delta$; the other is to increase the tunneling rate so that the total off-diagonal decay rate $\Gamma$ would be much greater. The inset of Fig. 3 shows what happened when the dc bias current was increased by a very small amount of $\delta I_b \approx 2 \times 10^{-3}$. It can be seen that oscillations in $P(t)$ were washed out and the overall tunneling rate was much higher. The observed $\Delta$ dependence is, therefore, inconsistent with the cavity-microwave interaction mechanism.

In the limit of small detuning $\Delta \ll \Omega$, Eq. 5 predicts that the frequency of $P_{11}$ oscillations, and hence the tunneling probability, is proportional to the amplitude of the microwave. Therefore, when the amplitude of the microwave is changed from $A_1$ to $A_2$, the frequency of Rabi oscillations should vary in accordance with $\Omega_1/\Omega_2 = A_1/A_2$. The relation provides a very useful test for Rabi oscillations in the Josephson junction. Although the absolute values of microwave amplitude coupled to the junction could not be determined by our experiment, the ratio $A_1/A_2$ was precisely determined. Figure 4 shows the oscillatory part of the excited state population $P_{exc}$ as a function of time with two different microwave power levels. The data were taken at $I_b = 0.994$, $\omega/2\pi = 16.000$ GHz, and with $A_1/A_2 = 0.88$. As microwave power was increased the angular frequency of the oscillations, obtained from the best fits, increased from $\Omega_1 = 19.7 \pm 0.3$ megarad/s to $\Omega_2 = 22.8 \pm 0.3$ megarad/s. The ratio $\Omega_1/\Omega_2 = 0.864 \pm 0.025$ is in good agreement with the theory. Therefore, we conclude that the observed oscillations were due to microwave excited coherent Rabi oscillations between the macroscopic quanum states of the JJ.

Our result demonstrates the coherent supersetion and temporal oscillations of macroscopic quantum states in a JJ, which has important implications for quantum state engineering of Josephson devices and quantum computation with the supeconduction quibs. For instance, one of the most important properties of these quibs is the phase decoherence time $\tau_p \equiv \tau_{dec}^{-1}$, which sets the time scale over which phase coherence can be maintained. In our experiment, the decay time constant $\tau = \Gamma^{-1}$ sets a lower limit for $\tau_p$ because $\Gamma$ is always greater than $\tau_{dec}$. From the data (Fig. 3), we estimated that the phase decoherence time is greater than 4.9 $\mu$s, which is consistent with the previous result of post-pulse escape rate measurements (29). Lastly, being able to generate Rabi oscillations in Josephson junctions greatly enhances the prospects of realizing quantum computation with microwave pulse-driven superconducting quibs (20–22).

**Fig. 4.** Microwave power dependence of Rabi frequency with (A) 7.8 pW and (B) 10 pW injected to the sample cell. The circles are data and the red solid lines are the best fit to the oscillary part of Eq. 6. The higher bias current $I_b = 0.994$ results in a faster exponential decay (see Eq. 5).
Ordering of Quantum Dots Using Genetically Engineered Viruses

Seung-Wuk Lee, Chuanbin Mao, Christine E. Flynn, Angela M. Belcher*†

A liquid crystal system was used for the fabrication of a highly ordered composite material from genetically engineered M13 bacteriophage and zinc sulfide (ZnS) nanocrystals. The bacteriophage, which formed the basis of the self-ordering system, were selected to have a specific recognition moiety for ZnS crystal surfaces. The bacteriophage were coupled with ZnS solution precursors and spontaneously evolved a self-supporting hybrid film material that was ordered at the nanoscale and at the micrometer scale into ~72-micrometer domains, which were continuous over a centimeter length scale. In addition, suspensions were prepared in which the lyotropic liquid crystalline phase behavior of the hybrid material was controlled by solvent concentration and by the use of a magnetic field.

Building ordered and defect-free two- and three-dimensional structures on the nanometer scale is essential for the construction of next-generation optical, electronic, and magnetic materials and devices (1–4). Traditional assembly approaches have been based on hydrogen bonding, coulombic interactions, and van der Waals forces (1, 4). Although a bacterial synthetic method was reported to make monodisperse modified polypeptides (5), it has been difficult to tune the layer spacing and structure of conventional synthetic polymers because of their polydisperse chain lengths (6). Efforts have been directed toward the use of soft materials to organize inorganic materials at the nanoscale. Protein cages have been used as templates to synthesize nanoscale materials in capsules (7). DNA recognition linkers have been successfully used to construct specific gold nanocrystal structures (8, 9). ZnS and CdS were nucleated in a lyotropic liquid crystalline medium to make nanowires and nanocrystal superlattice structures by a surfactant assembly pathway (10). However, these methods have limitations with respect to length scale and type of inorganic material.

Monodisperse biomaterials that have an anisotropic shape are promising as components of well-ordered structures. Liquid crystalline structures of wild-type viruses (Fd, M13, and TMV) were tunable by controlling the solution concentrations, the solution ionic strength, and the external magnetic fields applied to the solutions (11–14). We recently showed that engineered viruses can recognize specific semiconductor surfaces through the method of selection by combinatorial phage display (15). These specific recognition properties of the virus can be used to organize inorganic nanocrystals, forming ordered arrays over the length scale defined by liquid crystal formation. We have evolved phage and ZnS precursor solutions to self-assemble highly oriented, self-supporting films. In this system, we can easily modulate both the length of bacteriophage and the type of inorganic materials through genetic modification and selection. Here we report our first effort to direct multi–length scale ordering of quantum dot (QD) hybrid self-supporting biocomposite structures using genetically engineered M13 bacteriophage, viruses with monodisperse size and shape. The resulting QD hybrid film material was ordered at the nanoscale and at the micrometer scale into 72-μm domains. These domains repeated continuously over a centimeter length scale. Moreover, viral suspensions containing ZnS QDs were prepared in which the liquid crystalline phase behaviors of the hybrid material were controlled by solvent concentration and by the use of an applied magnetic field.

The most dominant selected peptide binding motif with specific recognition of ZnS crystal surfaces was isolated through screening of phage display libraries (Fig. 1) (16, 17). The screening method selected for binding affinity of a population of random peptides displayed as part of the pII1 minor coat protein of M13. Selected peptides were expressed at one end of the M13 virus. The virus had a filamentous shape (~880 nm in length and 6.6 nm in diameter), with the peptide insert measuring 10 nm in length (11). The dominant binding motif that emerged after five rounds of selection was termed A7, with an amino acid insert sequence (Cys7Asn6Asn3Pro1Met2His4Gln5Asn6Cys7) in which the two cysteine groups formed a disulfide bond, restricting the peptide structure to a constrained loop (15). The peptide expressed on the virus was tested and confirmed to have binding specificity to ZnS crystal surfaces (16, 18). The bacteriophage containing this A7 peptide—termed A7 phage—was cloned and amplified to liquid crystalline concentrations, with DNA verification after each amplification step. The A7 phage was precipitated and then resuspended in ZnS precursor solutions to form an A7 phage–ZnS nanocrystal (A7-ZnS) liquid crystalline suspension (19). The liquid crystalline behavior of the suspensions was dominated by the long-rod phage shape, despite the at-