Strong-field ionization of laser-irradiated light homonuclear diatomic molecules: A generalized strong-field approximation–linear combination of atomic orbitals model
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The strong-field ionization in a number of light homonuclear diatomic molecules (N₂, O₂, and H₂) irradiated by an intense laser field of low fundamental frequency ω<<Ip is considered theoretically and studied numerically compared to their “companion” atoms, having nearly identical ionization potential Ip. The background applied strong-field approach is based on using the S-matrix formalism of conventional strong-field approximation supplemented by the standard linear combination of atomic orbitals and molecular orbitals method utilized for approximate analytical reproduction of the two-centered wave function of an initial molecular bound state. Accordingly, the ionization of a diatomic molecule is described as a quantum-mechanical superposition of contributions from ionization amplitudes corresponding to photoelectron emission from two atomic centers separated by equilibrium internuclear distance. Besides the bonding (or antibonding) symmetry of the highest occupied molecular orbitals (HOMO) corresponding to the outermost molecular valence shell, its spatial configuration and predominant orientation with respect to the internuclear axis and polarization of incident laser field also proved to be of substantial importance and, thus, are taken into equally detailed consideration. Moreover, wherever appropriate, the comparable contributions from other (inner) molecular valence shells of a larger binding energy (closest to that of HOMO, but of different bonding symmetry and spatial configuration) are additionally taken into account. The related results for calculated differential and/or integral molecular ionization rates, molecular photoelectron spectra, and angular distributions are fairly well consistent with available experimental data and, in particular, provide one with a transparent physical interpretation of the nature and origin of high suppression in ionization of the O₂ molecule (as compared to its companion Xe atom) as well as no suppression in ionization of N₂ molecules (as compared to its companion Ar atom).
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I. INTRODUCTION

With the advent of powerful laser sources of intensities well over ~10¹⁴ W/cm² [1,2] it has been possible to observe and study a variety of nonlinear fundamental strong-field phenomena [2–5] in laser-irradiated atomic and molecular species. Their nonlinear (multiphoton) character becomes manifest, in particular, by a highly nonlinear dependence of respective cross sections (or probabilities) and related observables on intensity I of incident laser radiation. Thus, all these phenomena are substantially nonperturbative, insofar as they cannot be adequately and entirely described yet by any finite-order perturbative expansion with respect to the electromagnetic (EM) interaction with incident laser field. Apart from pure fundamental interest, these processes offer good prospects for various practical applications, for example, the high-order harmonic generation (HHG) is currently believed to be highly promising for the creation of compact (tabletop) sources of ultrashort (subfemtosecond) pulses of powerful coherent xuv (x-ray ultraviolet) radiation [2,5]. Also, the intensity of very intense laser beams can be reliably calibrated by means of measuring the total yield of photoions produced due to multiphoton ionization (MPI), tunneling and/or above-threshold ionization (ATI). The latter two strong-field phenomena have been of great permanent research interest over the last two decades (e.g., [3–6] and also [7] for recent progress) because they particularly imply an absorption of many more photons than the minimum integer number NL=Ip/ω+1 of relatively low fundamental frequency ω<<Ip required to overcome the ionization threshold (here Ip is the ionization potential of a laser-irradiated system and [x] denotes an integer part of variable x; the atomic system of units is used unless stated otherwise), as well as due to various related applications in mind [5,7].

The ab initio theoretical treatment of strong-field ionization is a very complex mathematical problem even for one-electron (hydrogenlike) atoms since the two relevant interactions (viz. the long-range Coulomb interaction of active (optical) electron(s) with residual parent core and EM coupling to the laser field) are of comparable strength [8,9]. Nevertheless, in the last decade there was also an extensively growing interest in understanding the ionization behavior of molecules in strong fields, as lasers are currently being used for diverse applications, such as controlling the photofragmentation branching ratio of large molecules [10] or as “soft” ionizers for mass spectrometry [11]. In the very early experimental studies the ionization rates for molecules were found, in general, to have average magnitudes very similar to atoms if they have nearly identical binding energies [12];
however, further investigations have found some unexpected exceptions [13–16]. These later experiments showed that ionization is noticeably or strongly suppressed for H₂ (or D₂) and O₂ as compared to their companion atoms (Ar and Xe, respectively), whereas ionization rates for N₂ and F₂ are comparable to their atomic counterpart Ar under the same laser pulses.

Although *ab initio* calculations for the ionization rates of atoms are readily available, at least within the *single-active-electron* (SAE) approximation, this is not the case for molecules. Unfortunately, quantum calculations on even relatively simple diatomic molecules are extremely difficult, therefore, strong-field molecular ionization is primarily treated nowadays, using the SAE-based general strong-field approaches, viz. either tunneling theory [17,18] and/or conventional *strong-field approximation* (SFA) [8] with the related particular Keldysh-Faisal-Reiss (KFR) theories [19]. The ionization rates for molecules can be also calculated, in principle, based on various pure numerical procedures and methods, such as the time-dependent density-functional theory (TD-DFT) [20] including many-electron effects; however, the related results seem to be very computationally demanding and hardly available for reliable and transparent interpretation. When considering the ionization of molecules versus atoms, effects due to the additional degrees of freedom in molecules should also be evaluated because the ionization rate of molecules can further be affected by their rotational and vibrational motion. Also, the electronic cloud of an atom is mostly spherically symmetric, whereas for molecules it is not; this may particularly affect the produced molecular photoelectron angular distributions (PADs), which are expected to have noticeable differences from respective atomiclike ones generally dominated along the incident field polarization. The recent investigation [21] of the influence of vibrational motion and field-induced changes in bond length on the ionization rates of H₂ and O₂ did predict some reduced ionization yields relative to companion atoms of the same ionization potential; however, this reduction was verified to be too small and quite insufficient to explain the observed suppression. The other recently developed SAE-based strong-field models of molecular ionization—the so-called MO-SFA model [22] and alternative Ammosov-Delone-Krainov (ADK)-based models (e.g., [23] and the so-called MO-ADK model [24])—were able to provide one with a more clear insight and interpretation of the origin of enhanced (or suppressed) ionization in diatomic molecules with respect to their atomic counterparts. Particularly, the MO-SFA model [22] (based, in fact, on the standard KFR approach) succeeded in quantitative description of molecular strong-field ionization of N₂ and O₂ in terms of atomic photoionization rates modified by constructive (or destructive) interference of ionization from two atomic centers separated by the internuclear distance \( R_p \).

In the meantime, the latter main idea about the interference of atomic photoionization amplitudes obviously goes back to the work of Cohen and Fano [25], where the photoionization of H₂, N₂, and O₂ was considered within the frame of the first order of the Born approximation with respect to EM interaction with an incident far-ultraviolet radiation field. Owing to the mentioned interference is highly destructive for diatomics having an outermost valence shell [corresponding to the highest occupied molecular orbital (HOMO)] of *anti-bonding* symmetry (such as \( 1\pi_g \) in O₂), this was identified in [22] as the reason of a high suppression in respective molecular ionization rates. Accordingly, for diatomics having the HOMO of *bonding* symmetry (such as \( 3\sigma_g \) in N₂), this interference is always constructive and, therefore, there was no suppression found in respective molecular ionization rates. On the other hand, the explanation of suppressed and/or enhanced molecular ionization in laser-irradiated diatomics is not so straightforward within the ADK-based approach [24]. The related MO-ADK model seems to be rather sophisticated because, besides the conventional tunneling theory, it is also based on the implementation of the so-called *multipole scattering* method quite artificially invoked for proper finding of additional (fitting) parameters contained in preexponential factors of respective derived tunneling molecular ionization rates. Moreover, the validity of MO-ADK model is restricted to only tunneling regime of ionization (i.e., either very high-intensity or low-frequency laser field, for which the value of Keldysh parameter \( \gamma \ll 1 \)). At last, unlike the MO-SFA approach, in which the initial molecular state (viz. HOMO) is considered as substantially *two-centered* (though, an approximate) MO; in MO-ADK theory the HOMO is always approximated by only one *one-centered* AO. This particularly means that, in contrast to the MO-SFA approach, the MO-ADK theory developed in [24] is not suitable for adequate description of related two-centered interference phenomena in molecular photoelectron and high-harmonic spectra (see, e.g., [22,26]). In addition, since the form of ADK formula used in [24] implies that ionization may occur only along (or opposite) the polarization of incident laser field, the respective developed MO-ADK model is not directly applicable for calculation of the respective angular differential molecular ionization rate (i.e., PAD). To conclude, the two aforementioned different strong-field approaches under discussion also predicted a high suppression for ionization in diatomic molecule F₂ (that, like O₂, is known to have antibonding \( \pi_g \) outermost valence shell) with respect to ionization of its companion species N₂ and Ar of nearly identical binding energies, contrary to the relevant results of later recent experiment [16]. Furthermore, the quite *ad hoc* interpretation of high suppression in strong-field ionization of a D₂ molecule (compared to Ar) proposed in terms of the MO-ADK theory seems to be inconsistent with respective model—related results of MO-ADK calculations (see, e.g., Fig. 6 presented in [24]), which, contrary to relevant results of recent experiments [13,16], rather demonstrate no high suppression in ionization of D₂ in the strong-field domain (i.e., only where the tunneling theory is generally valid).

The alternative calculations of strong-field ionization were also recently performed in [27] to inspect the results of [22,24] related to a particular N₂ molecule within the framework of the two different general strong-field approaches under discussion—the MO-SFA (both for the “length” and “velocity” gauge for the Hamiltonian of EM interaction with incident laser field) and, separately, MO-ADK (although, without any implement of the multiple-scattering method). Particularly, the orientation behavior of N₂ ionization rates
(depending on the direction of internuclear axis orientation with respect to the laser field polarization) was found to be quite a different if calculated in the velocity-gauge version of the MO-SFA approach compared to that suggested by the length-gauge and/or MO-ADK theory. In this regard it is worth noting a counterintuitive conclusion made in [27] that within the velocity gauge the ionization N₂ predominates when the molecule is aligned perpendicular to the incident laser field polarization (see Fig. 4 in [27]). The latter conclusion seems to be quite a questionable and hardly can be accepted as correct since it is obviously based on some sad inaccuracy in related numerical calculations of generalized Bessel functions as well as the angular dependence of the Fourier transform of initial molecular state in N₂ and thus, differs from the opened outermost 1σ_g valence shell in O₂. Moreover, unlike F₂, the triplet ground state X^1Σ̄^+_g in O₂ is of odd parity with respect to the reflection of electrons in the plane, which passes perpendicularly through the middle of the internuclear molecular axis. Thus, the initial two-centered molecular wave function corresponding to the outermost 1σ_g valence shell in F₂ cannot be adequately reproduced yet in the same way as 1σ_g MO in O₂ (i.e., just as an antibonding superposition of two one-electron 2p AOs), but requires a more careful (e.g., at least, two-electron) consideration quite different from SAE approximation currently applied. In our opinion, the latter-mentioned difference seems to be also the most probable reason, for which the F₂ related results of recent experiments (e.g., [16]) are not consistent with predictions of MO-SFA [22] and MO-ADK [24] models, since the latter treatment should substantially incorporate many-electron effects taken into consequent account under the ionization process; that is, however, beyond the scope of our present consideration.

To summarize, the current state of the art in strong-field molecular ionization theory seems to be still far from a sufficiently clear insight due to numerous controversial results obtained within different approaches and methods that, thus, need some revising and/or improving. In the meantime, the KFR-based theory of strong-field ionization is recognized as a more general and rigorous theory as compared to any ADK-theory (the latter, in fact, can be derived from a general SFA-based S-matrix formalism for a particular case of too strong and/or low-frequency incident field, see, e.g., [28]). This all gave us a strong motivation to undertake one more attempt to consider the strong-field ionization of laser-irradiated light homonuclear diatomics in terms of a conventional nonrelativistic SFA-approach similar to that previously proposed in [22]. Unlike [22], the strong-field molecular ionization model proposed in the present paper is entirely SAE-based as it implies analytical representation for Fourier transform of one-electron (though, also two-centered) wave function of initial molecular state by means of consequent applying the standard linear combination of atomic orbitals (LCAO) and molecular orbitals (MO) method. On the other hand, unlike the MO-ADK theory, the presently proposed SFA-LCAO model implies that photoelectron emission occurs along any arbitrary spatial direction with respect to the internuclear axis and/or incident field polarization. The latter allows, particularly, for direct calculation and adequate interpretation the produced molecular PAs that might provide one with additional useful information about some individual features inherent to the spatial configuration of the molecular valence shell under ionization, such as distribution of respective electronic density, which generally is spherically asymmetric. At last, the proposed SFA-LCAO model is not restricted to a consideration of ionization from only one, single MO (of the smallest binding energy) corresponding to the HOMO, but the comparable contributions from others (inner) molecular orbitals (closest to the HOMO, although, of larger binding energies and different bonding symmetry, spatial configuration, and number of valence electrons) can be additionally and equally well incorporated. The related results for calculated total ionization rates (or produced photoion yields) are fairly well consistent with available experimental data and able to provide one with a transparent physical interpretation of the nature and origin of high supression or no suppression in molecular ionization in O₂ and N₂ compared to their companion atoms or other diatomics revealed in relevant experiments. As to the case of F₂, it is a very special one, as the X^1Σ̄^+_g ground state of F₂ is known as a singlet [16], so that its outermost 1σ_g valence shell is closed and, thus, the initial two-centered molecular wave function corresponding to the outermost 1σ_g valence shell in F₂ cannot be adequately reproduced yet in the same way as 1σ_g MO in O₂ (i.e., just as an antibonding superposition of two one-electron 2p AOs), but requires a more careful (e.g., at least, two-electron) consideration quite different from SAE approximation currently applied. In our opinion, the latter-mentioned difference seems to be also the most probable reason, for which the F₂ related results of recent experiments (e.g., [16]) are not consistent with predictions of MO-SFA [22] and MO-ADK [24] models, since the latter treatment should substantially incorporate many-electron effects taken into consequent account under the ionization process; that is, however, beyond the scope of our present consideration.

II. BACKGROUND THEORY OF STRONG-FIELD IONIZATION MODEL: BASIC ASSUMPTIONS AND ANALYTICAL RELATIONS

According to the above-mentioned KFR theories [19], the time-independent strong-field amplitude of multiphoton ionization can be particularly represented as the standard S-matrix element of the EM interaction $\tilde{W}(\mathbf{r},t)$ with incident laser field

$$F_{(\text{ATI})}^{(\text{STF})}(\mathbf{p}) \approx -i \int_{-\infty}^{\infty} dt \langle \psi_0(\mathbf{p},t)|\tilde{W}(\mathbf{r},t)|\Phi_n(\mathbf{r},t)\rangle, \quad (1)$$

i.e., via the S matrix of EM transition of unperturbed laser-irradiated system (with no incident EM laser field present) from the respective initial discrete state $\Phi_n(\mathbf{r},t)=\Phi_n(\mathbf{r})\exp(-i\epsilon_n t)$ (here $\epsilon_n(0)=-\lambda p^2/2$ is the binding energy of the nth discrete level) to the field-perturbed continuum states $\psi_0(\mathbf{p},t)$ corresponding to motion of a free electron with a definite value of canonical momentum $\mathbf{p}$ driven in continuum by the incident laser field only. The latter continuum wave function $\psi_0(\mathbf{r},t)$ is the nonrelativistic Volkov's wave function (see, e.g., [8,29]) or just the exact solution of the time-dependent Schrödinger equation with the Hamiltonian $\tilde{H}_F=\mathbf{p}^2/2 + \tilde{W}(\mathbf{r},t)$ (here $\mathbf{p}=-i\nabla$ is the operator of electron canonical momentum). Thus, throughout our present consideration the SAE approximation is further supposed to be always applicable to the laser-irradiated system under ionization, so that only one (the so-called active or optical) electron (moving in some effective SAE binding potential $V(\mathbf{r})$ of the parent core averaged over the time-independent charge distribution of all remaining inactive electrons) is allowed to respond to the incident laser field. Moreover, we also follow the general concepts of the conventional SFA approach [8], according to
which at any time moment of evolution the laser-irradiated system is considered as being under action of only one strong interactions of comparable strength [i.e., either EM interaction \( W(\mathbf{r}, t) \) or binding potential \( V(\mathbf{r}) \)] separately, but never under two, simultaneously. Under this conventional supposition, the related photoionization amplitude (1) is also a kind of standard expression corresponding to the Keldysh amplitude of strong-field direct ATI process derived within frames of a more general SFA-based S-matrix formalism [5,7,8]. As a result, the related strong-field ionization amplitude (1) accounts for the so-called direct ATI process only and neglects the other strong-field ionization process—high-order (or rescattering) ATI, although, of considerably less probability, but responsible for the origin of a high-energy plateau in photoelectron spectra (see, also [2,5,7,30], for more references and details). In the meantime, the SFA-based strong-field ionization amplitude (1) is known to be valid mostly within the photoelectron energy domain quite away from the ionization threshold \( (e_p=\hbar^2/2 \gg \omega) \), where the influence of interaction with the parent residual core is generally negligibly small. This seems to be sufficiently well justified owing to a relatively high photoelectron energy \( U_p \gg \omega \) corresponding to a very large number \( N=N_0 \gg 1 \) of incident photons absorbed in the strong-field multiphoton ionization process under consideration.

Under conditions of a nonrelativistic treatment of the problem, the photoelectron energy \( e_p=\hbar^2/2 \) and ponderomotive energy \( U_p \) (the energy of oscillating motion of a free electron driven by incident laser field) are both supposed to be negligibly small as compared to the electron rest energy \( (e_p, U_p < c_0^2 \hbar^2/2 \approx 137 \) is the light velocity in vacuum). This particularly means that, to fairly good accuracy, the EM interaction of an active (optical) electron with a strong driving laser field can be considered within the dipole (or long-wavelength) approximation (neglecting any photon momenta, \( \mathbf{k} = 0 \) wherein the incident field strength \( E(t) \) and associated vector potential \( \mathbf{A}(t) \) independent on coordinate radius vector \( \mathbf{r} \), but both are functions only of time \( t \). Hence, the respective Hamiltonian of EM interaction of an electron with incident laser field may be written, for example, in \( (\mathbf{A} \cdot \mathbf{p}) \) (the so-called velocity gauge) form
\[
\hat{W}(\mathbf{r}, t) = \frac{1}{c_0} \mathbf{A}(t) \cdot \mathbf{p} + \frac{1}{2c_0^2} \mathbf{A}^2(t).
\]

Then, the exact solution of time-dependent Schrödinger equation corresponding to the EM interaction (2) reads as (e.g., [8,29])
\[
\psi_p(\mathbf{r}, t) = (2\pi)^{-3/2} \exp \left[ i \mathbf{p} \cdot \mathbf{r} - i \frac{1}{2} \int_{-\infty}^{t} \left( \mathbf{p} + \frac{1}{c_0^2} \mathbf{A}(t') \right)^2 dt' \right].
\]

Owing to a very high intensity the incident laser field can be described entirely classically, so that its vector potential \( \mathbf{A}(t) \) is given by the following conventional form:
\[
\mathbf{A}(t) = (c_0/\omega) \mathbf{e} E \cos(\omega t),
\]
where \( \mathbf{e} \) and \( E \) are the unit polarization vector and electric vector strength of incident EM field, respectively. For the latter particular case of linearly polarized monochromatic incident field (4) under further consideration, the explicit expression for the nonrelativistic Volkov’s wave function (3) can be also represented in the form of expansion in harmonics of laser field frequency \( \omega \) [8,19]
\[
\psi_p(\mathbf{r}, t) = (\mathbf{p}) \sum_{n=-\infty}^{\infty} B_n \left( \frac{\mathbf{p}}{2} \right) \exp \left[ -i \left( \frac{\mathbf{p}^2}{2} + U_p + s \omega \right) t \right],
\]
i.e., in terms of electron plane wave functions \( |\mathbf{p}\rangle \) and the generalized Bessel function of the first kind and \( r \)th order
\[
B_r(r, y) = \sum_{k=-\infty}^{\infty} J_r[r, y] J_k[r, y],
\]
and of two real arguments, where \( J_r(r, y) \) is an ordinary Bessel function of the first kind and \( r \)th order of real argument \( x \), moreover, the two dimensionless parameters \( \xi(\mathbf{p}) = (\mathbf{E} \cdot \mathbf{p})/\omega^2 = (\mathbf{E} \cdot \mathbf{p}) \cos \theta \) and \( \eta = U_p/\omega = E^2/(4\omega^2) \) (the latter is also known as the so-called Reiss parameter [8]) have been additionally introduced here.

By means of direct substitution the explicit expression for Volkov’s wave function (5) to Eq. (1) and performing an elementary analytical integration over time variable (that just results in the singular energy-dependent Dirac \( \delta \) function expressing the conservation of total energy in the process under consideration), one can derive the amplitude of direct ATI process in the following explicit form:
\[
F_{p-n}(\mathbf{p}) = 2\pi \sum_{N_n=-\infty}^{\infty} f_{N_n}^{(n)}(\mathbf{p}, \eta) \delta \left( |\mathbf{p}| + \frac{\eta}{\mathbb{E}^n} - U_p - N\omega \right).
\]
Here each \( N \)th item of summation is the well-known expression for Keldysh partial (N-photon) amplitude of strong-field ionization (see also, e.g., [19,29])
\[
f_{N_n}^{(n)}(\mathbf{p}, \eta) = -i(U_p - N\omega)B_{N_n} \left( \frac{\eta}{\mathbb{E}^n} \right) \sqrt{N_n} \Phi_p^{(n)}(\mathbf{p})
\]
because of the direct ATI process along the course of which the field-irradiated system with a total number \( N_0 \) of identical electrons in \( n \)th initial state absorbs a net number \( N \) of incident photons, whereas
\[
\Phi_p^{(n)}(\mathbf{p}) = \langle \mathbf{p} | \Phi_p^{(n)}(\mathbf{r}) \rangle = (2\pi)^{-3/2} \int d\mathbf{r} \exp(-i\mathbf{p} \cdot \mathbf{r}) \Phi_p^{(n)}(\mathbf{r})
\]
is just the Fourier transform of the wave function \( \Phi_p^{(n)}(\mathbf{r}) \) of initial (unperturbed by incident laser field) \( n \)th discrete state of laser-irradiated system under ionization. Thus, the presence of singular Dirac \( \delta \) function on the right-hand side of (7) makes the final energy \( e_p \) of emitted ATI photoelectron take no arbitrary values, but only discrete ones \( e_{N_p}^{(n)} \) determined by
\[
e_{N_p}^{(n)} = \frac{\mathbf{p}^2}{2} + N\omega - f_{N_p}^{(n)} - U_p
\]
and separated from each other by the incident laser field fundamental frequency \( \omega \). Consequently, within the currently
applied approach, the produced photoelectron spectrum is always represented by a set of discrete peaks of energies \( \varepsilon_{N,p}^{(n)} \) and respective heights (intensities) determined by corresponding partial (of Nth order) ATI amplitudes (8). The respective differential ionization rates \( w_N^{(n)}(p_N, \eta) \) of nth valence shell (containing \( N_c^{(n)} \) identical electrons) due to absorption of \( N \) incident photons and emission of photoelectron of final momentum \( p_{\phi}^{(n)} = \sqrt{2(N\omega - I_0^{(n)} - U_p)} \) to a fixed spatial direction along the solid angle element \( dO_p \); are conventionally found by means of standard procedure of a squaring model of total ATI amplitude (7) divided by a long normalization time and integrated over entire phase-space volume of emitted photoelectron final states

\[
w_N^{(n)}(p_N, \eta) = \frac{dR_N^{(n)}(p_N, \eta)}{dO_p} = \frac{N_c^{(n)}}{(2\pi)} p_{\phi}^{(n)}(U_p, \eta) - \frac{N\omega}{4} |\Phi_n(p_N^{(n)})|^2 B_{n-2}^{(n)}(\eta/2). \tag{11}
\]

The introduced Nth integral ionization rates \( R_N^{(n)}(p_N, \eta) \) determine the respective partial photoelectron spectra, which are found by integration of partial differential ionization rates \( w_N^{(n)}(p_N, \eta) \) over all angles of photoelectron emission. The partial differential rates (11) determine the produced photoelectron spectra observed along the fixed direction of photoelectron emission (e.g., with respect to the direction of incident field polarization) as well as the respective PAD corresponding to angular distribution of certain (Nth) photoelectron peak. The total PAD \( P_{\text{PAD}}^{(n)}(p, \eta) \) produced by all emitted photoelectrons can be found directly from (11) by means of summation over all contributing ATI peaks of energies corresponding to fixed photoelectron energies \( \varepsilon_{N,p}^{(n)} \) in final continuum states (or, so-called open direct ATI channels)

\[
P_{\text{PAD}}^{(n)}(p, \eta) = \frac{N_c^{(n)}}{(2\pi)} \sum_{N>N_0^{(n)}} p_{\phi}^{(n)}(U_p - N\omega)^2 B_{n-2}^{(n)}(\eta/2) |\Phi_n(p_N^{(n)})|^2, \tag{12}
\]

where \( N_0^{(n)} = ([I_0^{(n)} + U_p]/\omega) + 1 \) \([x]\) denotes an integer part of variable \( x \) is the minimum number of absorbed incident photons required for ionization of laser-irradiated system. Thus, due to a presence of a strong incident laser field, the ionization threshold is raised to a corresponding value of ponderomotive energy \( U_p \) also contained in singular Dirac \( \delta \) function of amplitude (7), so that the latter minimum number \( N_0^{(n)} = N_0^{(n)}(\eta) \) of absorbed photons is strongly dependent on incident field intensity. Analogously, the total ionization rate \( \Gamma_{\text{ion}}^{(n)}(\eta) \) (or, in other words, the total rate of photoelectron and/or ion yield) from nth initial state can be found by means of integration of partial differential rates (11) over all angles of photoelectron emission and, moreover, summation over all contributing ATI channels (or number \( N \) of incident photons absorbed)

\[
\Gamma_{\text{ion}}^{(n)}(\eta) = \sum_{N=N_0^{(n)}(\eta)} \int w_N^{(n)}(p_N^{(n)}, \eta) dO_p \frac{N_c^{(n)}}{(2\pi)} \sum_{N=N_0^{(n)}(\eta)} p_{\phi}^{(n)}(U_p - N\omega)^2 B_{n-2}^{(n)}(\eta/2) \times (U_p - N\omega)^2 \int dO_p B_{n-2}^{(n)}(\eta/2) |\Phi_n(p_N^{(n)})|^2. \tag{13}
\]

### III. SAE EXTENSION TO STRONG-FIELD MOLECULAR IONIZATION: THE GENERALIZED SFA-LCAO MODEL

The expressions (11)–(13) are also the main basis and starting point of other similar KFR-based strong-field atomic and molecular ionization models developed earlier (e.g., \([22,23]\)). Therefore, let us outline now the main distinctive features differentiating the proposed molecular strong-field ionization model from any other ones mentioned above. According to currently used version of SFA, all the information about specified properties of laser-exposed system under this SAE-based consideration is contained in the form of the ionization potential \( I_0^{(n)} \) and Fourier transform \( \Phi_n(p) = \langle p | \Phi_n(r) \rangle \) of approximate one-electron wave function \( \Phi_n(r) \) of the initial discrete state that is supposed to be undistorted by incident laser field. For the particular case of laser-irradiated homonuclear diatomic molecules under consideration, these functions correspond to a separate \( n \)-th valence shell under ionization and are further used in explicit analytical form derived within the linear combination of atomic orbitals and molecular orbitals (LCAO-MO) method, which is also known as a very effective and powerful tool for various molecular calculations. Particularly, according to standard LCAO-MO method, the molecular wave function of \( n \)-th molecular valence shell is approximately considered as entirely SAE two-centered MO, which is chosen as a linear superposition of predominantly contributing \((j)\) one-centered AOs \( \phi_j^{(n)}(r) \)

\[
\Phi_n(r_1, r_2) = \Phi_n(r + R_d/2, r - R_d/2) = \sum_j \left[ \sqrt{2} [1 \pm S_j^{(n)}(R_0)] \right]^{-1} [\phi_j^{(n)}(r + R_d/2) \pm \phi_j^{(n)}(r - R_d/2)] \tag{14}
\]

separated by internuclear distance \( R_0 \). Here

\[
S_j^{(n)}(R_0) = \int dr \phi_j^{(n)}(r + R_d/2) \phi_j^{(n)}(r - R_d/2) \tag{15}
\]

is the respective atomic orbital overlap integral and the minus sign on the right-hand side of (16) corresponds to an antibonding valence shell (e.g., \( \sigma_g \) or \( \pi_g \)), whereas the plus sign corresponds to a bonding valence shell (e.g., \( \sigma_u \) or \( \pi_u \)). Let us also recall that a symmetric superposition of contributing AOs does not necessarily imply the so-called gerade (e.g., \( \sigma_u \)) MO only, but it is also inherent to ungerade (e.g., \( \pi_u \)) antibonding MO, as well as an antisymmetric superposition may correspond to both gerade (e.g., \( \pi_g \)) antibonding MO and ungerade (e.g., \( \sigma_g \)) antibonding MO.
The choice (14) does provide a negligibly small electron density near the central region between the atomic nuclei in homonuclear diatomic for antibonding symmetry of respective molecular valence shell (e.g., $1\pi_u$ MO in O$_2$) as well as a predominant concentration of electron density in the internuclear region for the case of bonding symmetry (e.g., for $3\sigma_g$ MO in N$_2$). But, contrary to the unambiguous statement made in Ref. [22], only such a choice itself is still quite insufficient to provide also a negligibly small electron density along the internuclear molecular axis inherent to, for example, $\pi$ valence shells (viz., antibonding $\pi_u$ and bonding $\pi_v$). Meantime, the spatial orientation of $\pi$ valence shells is known as being quite different from the internuclear axis and, thus, with a negligibly small electron density along the internuclear molecular axis even for bonding $\pi_u$ valence shell, i.e., irrespective of bonding or antibonding symmetry only taken into consideration in Ref. [22]. The above choice (14) cannot provide a considerable electron density near the internuclear axis region inherent, for example, to $\sigma$ valence shells (viz., bonding $\sigma_g$ and antibonding $\sigma_u$ MO). However, the mentioned feature inherent to spatial configuration of $\sigma$ and $\pi$ valence shells can be fairly well reproduced with an appropriate choice of predominantly contributing AOs $\phi_{a_j}^{(n)}(\mathbf{r})$, which have the required spatial configuration and adequately (although, approximately) reproduce the spatial distribution of respective molecular electronic density. The effective charge $Z_{\text{eff}}$ corresponding to effective long-range Coulomb binding potential of the residual molecular ion can be found owing to the correct (calculated or experimental) value of molecular binding energy $\varepsilon_0^{(n)}$ for respective molecular valence shell. The latter binding energies are supposed to be already known for separate molecular valence shells under consideration, particularly, $I_p^{(1\pi_u)} = 15.43$ eV for diatomic H$_2$, whereas, $I_p^{(3\sigma_g)} = 15.58$ eV, $I_p^{(1\pi_u)} = 16.96$ eV, and $I_p^{(3\sigma_g)} = 18.73$ eV for the three highest molecular valence shells in diatomic N$_2$, or $I_p^{(1\pi_u)} = 12.07$ eV, $I_p^{(1\pi_u)} = 16.26$ eV, and $I_p^{(3\sigma_g)} = 18.18$ eV for the three highest molecular valence shells in diatomic O$_2$.

The explicit expressions (16)–(19) also allow for analytical calculation of matrix elements (9) corresponding to the Fourier transform of respective molecular valence shell represented by approximate two-centered MO under ionization. Particularly, for bonding $3\sigma_g$ and antibonding $2\sigma_u$ molecular valence shells one can derive

\[
\Phi_{3\sigma_g}(\mathbf{p}_N, \mathbf{R}_0) = \frac{iC(\kappa_u)^2\kappa_g^7p_N^2\cos(\theta_p)\cos(\mathbf{p}_N \cdot \mathbf{R}_0)/2}{\pi\sqrt{2(\kappa_g^2 + \kappa_u^2)^3} \sqrt{2[1 + S_{2\pi_u}(\mathbf{R}_0)]}}
\]

and

\[
\Phi_{2\sigma_u}(\mathbf{p}_N, \mathbf{R}_0) = \frac{C(\kappa_u)^2\kappa_u^7\kappa_g^2p_N^2(\kappa_g^2 - \kappa_u^2)\sin(\mathbf{p}_N \cdot \mathbf{R}_0)/2}{\pi\sqrt{2(\kappa_g^2 + \kappa_u^2)^3} \sqrt{2[1 - S_{2\pi_u}(\mathbf{R}_0)]}}
\]

respectively. According to bonding $1\pi_u$ and antibonding $1\pi_u$ molecular valence shells

\[
\Phi_{1\pi_u}(\mathbf{p}_N, \mathbf{R}_0) = \frac{iC(\kappa_u)^2\kappa_u^7p_N^2\sin(\theta_p)\cos(\mathbf{p}_N \cdot \mathbf{R}_0)/2}{\pi\sqrt{2(\kappa_g^2 + \kappa_u^2)^3} \sqrt{2[1 + S_{2\pi_u}(\mathbf{R}_0)]}}
\]
\[ \Phi_{1 \pi_s}(p_N, R_0) = \frac{iC(\kappa_s)Z^{25}_n p_N \kappa^{7/2}_n \sin(\theta_p)}{\pi \sqrt{2(p^2_N + \kappa^2_s)^3}} \left[ \frac{\sin[\theta_p - (p_N \cdot R_0) \kappa_s]}{\sqrt{2(1 - S_{2p_s}(R_0))}} \right] \]  

(23)

Here \( \kappa_s = Z^{7/2}_n / \alpha_s \) and \( \theta_p \) is the polar angle of photoelectron emission with respect to the internuclear molecular axis \( [\cos(\theta_p) = (p \cdot R_0) / p \cdot R_0] \). Moreover, because of the velocity-gauge form of SFA currently applied, the correction factor \( C(\kappa_s) = (2 \kappa_s p^4 / E)^{1/4} \) is also introduced to matrix elements (20)–(23) to incorporate the long-range Coulomb electron-molecular ion interaction in the final Volkov state into account [22]. For atomic orbital overlap integrals one can also derive

\[ S_{2p_s}(R_0) = \left[ 1 + \kappa_s R_0 + \frac{3}{2}(\kappa_s R_0)^2 + \frac{1}{15}(\kappa_s R_0)^3 \right] \exp(-\kappa_s R_0), \]

(24)

\[ S_{3s}(R_0) = \left[ 1 + \kappa_s R_0 + \frac{1}{2}(\kappa_s R_0)^2 + \frac{1}{15}(\kappa_s R_0)^3 \right] \exp(-\kappa_s R_0), \]

(25)

\[ S_{2p_s}(R_0) = \left[ 1 + \kappa_s R_0 + \frac{3}{2}(\kappa_s R_0)^2 - \frac{1}{15}(\kappa_s R_0)^3 - \frac{1}{15}(\kappa_s R_0)^4 \right] \times \exp(-\kappa_s R_0). \]

(26)

Meantime, for laser-irradiated atomic counterparts of diatomics \( N_2 \) (or \( H_2 \)) and \( O_2 \), under particular consideration, such as Ar and Xe (with \( 3p \) and \( 5p \) outermost atomic valence shells, respectively), the initial atomic ground state can be also approximately reproduced by corresponding one-electron hydrogenlike atomic orbitals. Then, for \( 3p_{1s}, 3p_{2s}, \) and \( 3p_0 \) hydrogenlike AOs (e.g., in Ar) corresponding to different possible values of associated magnetic quantum number \( m \) (0 for \( 3p_0 \) and \( \pm 1 \) for \( 3p_0 \), \( \pm 13p_0 \)), the analytical expression for respective atomic Fourier transforms \( \Phi(3p) \) has the form

\[ \Phi(3p_{\pm 1,3p_0} \mathbf{p}_N) = \frac{C(\kappa_s) Z^{12}_n/3 \sqrt{2} \sin(\theta_p) \sin(\phi_p) \exp(\pm i \phi_p)}{\pi \sqrt{2}(p^2_N + \kappa^2_s)^3} \frac{\sin(\theta_p) \exp(\pm i \phi_p)}{\sqrt{2} \cos(\theta_p)} \]  

(27)

Here the angles \( \theta \) and \( \phi \) are the polar and azimuthal angles of photoelectron emission with respect to the incident field polarization \( [\cos(\theta) = (\mathbf{p} \cdot \mathbf{e}) / p] \), so that the angular factor on the right-hand side of (27) corresponds to the case of either \( 3p_{2s}, \pm 13p_0 \) (the upper part) or \( 3p_0 \) (the lower part) AOs. The effective charge \( Z^{eff} \) of Coulomb atomic binding potential \( V(r) = -Z^{eff} / r \) is also found from the experimental value of atomic ionization potential \( I_p = 15.75 \) eV for Ar and \( I_p = 12.07 \) eV for Xe) of respective atomic binding energy \( k_0 = -k^2_n / 2 = -Z^{(n)} / (a_0)^2 / 2 \). Thus, the Fourier transform \( \Phi_{3p} \) corresponding to ionization of initial \( 3p_0 \) atomic state in Ar can be obtained from the expression (27) after averaging over all contributing \( 3p_0 \) atomic orbitals from which the photoelectron emission is equally possible.

It is interesting that the angular dependence of the derived matrix element (20) clearly indicates that the \( 3\sigma_g \) valence shell is highly resistant to ionization along the direction perpendicular to the internuclear molecular axis \( (\cos(\theta_p) = 0) \), so that photoelectron emission from \( 3\sigma_g \) is dominated primarily along the internuclear molecular axis \( (\cos(\theta_p) = 1) \) [see also Fig. 1(a)]. On the other hand, because of the generalized Bessel function contained in the ionization rate, (11) is generally maximal around the maximum of the first argument \( \zeta(p_N) = \cos(\theta) \), and the EM coupling of photoelectron in continuum to incident laser field is maximally strong mostly for photoelectrons emitted along the incident laser field polarization \( (\cos(\theta) = 1) \) [Figs. 2(a) and 2(b)]. This particularly also means that the ionization of \( 3\sigma_g \) (e.g., in \( N_2 \)) is to be maximal if the internuclear axis is strongly aligned along the laser field polarization [see Fig. 3(a)], that is, however, in contradiction to quite an opposite angular behavior of the \( N_2 \) ionization rate suggested in [27] based on the velocity-gauge form of the MO-SFA ionization model [22]. According to the latter result the ionization of the \( N_2 \) molecule is predominant when its internuclear axis is perpendicular to the incident laser field polarization. By direct comparison to our current results presented in Figs. 2(a) and 3(a)–3(c) (also firmly and independently confirmed by Prof. H. R. Reiss, who was specially asked and kindly agreed to thoroughly verify them), one can see that the reason for such a contradiction is in quite different angular behavior of both the Fourier transform of \( 3\sigma_g \) valence shell and the generalized Bessel function calculated in [27] for the same problem parameters (see, e.g., Figs. 4(e) and 4(f) presented therein). Thus, contrary to the conclusion made in [27], the quite opposite counterintuitive orientation-dependent behavior suggested therein for ionization of \( N_2 \) is not somehow related to the velocity gauge form of the applied MO-SFA model, but rather just the result of inaccurate numerical calculation.

IV. CALCULATION, NUMERICAL RESULTS, AND DISCUSSION

Thus, within the framework of the currently applied SFA-LCAO molecular ionization model, the associated ionization rate, the produced (ATI) photoelectron spectrum, and respective PAD are represented in closed and compact analytical form quite available for related direct numerical calculations. According to (11)–(13), these numerical calculations imply an accurate numerical calculation of generalized Bessel function \( B_m(x; y) \) for real values of its arguments. The next important issue is directly related to the procedure of approximate numerical calculation of formally infinite sum over \( N \)th contributing \( N \)th open ATI channel. However, because of a negligible contribution from open ATI channels corresponding to very large values of \( N \), this summation can be cut from above by a finite number \( N_{max} \) to take into account only ATI channels predominantly contributing to the total ionization rates (13) and respective total PAD (12). Namely, the number \( N_{c} = N_{max} - N_0^{(n)} \) of predominantly contributing ATI channels can be easily evaluated owing to the particular asymptotic property of the generalized Bessel function (5) which, at fixed values of its arguments \( x \) and \( y \),
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is very quickly decreasing function of its order $N$ beginning from some order $N_{\text{max}}$ [viz., $|B_N(x; y)| \rightarrow 0$, for $N/N_{\text{max}} \sim |x|+2|y|$]. For the latter reason the number $N_{\text{max}}$ is strongly dependent on a specified value of the parameter $\eta$ and, due to the angle-dependent argument $\zeta(p)=|\mathbf{E} \cdot \mathbf{p}|/\omega \sim \cos \theta$ of the generalized Bessel function (5), also on the angle $\theta$ of photoelectron emission with respect to the polarization vector $\mathbf{e}$ of incident laser field. This particularly means that, with fairly good accuracy, the number $N_C$ under numerical calculations of molecular ionization rates (13) and respective total PAD (12) can be approximately limited by the value $[2\eta]$ corresponding to the number of contributing open ATI channels within the photoelectron energy region $E_{\text{p}} \cong 2U_p$, where the direct ATI process under consideration is predominant.

FIG. 1. The squared module $|\Phi(p_N, R_0)|^2$ of Fourier transforms (20)-(23) calculated for separate molecular valence shells in (a) $N_2$ and (c) $O_2$ vs the angle $\theta_p$ of photoelectron emission with respect to the internuclear molecular axis, which is supposed to be lined up in the horizontal direction. Those angular dependencies are all presented for only photoelectrons emitted along the laser field polarization ($\theta=0$) of Ti:sapphire laser field ($\lambda \sim 800$ nm, $\hbar \omega \sim 1.6$ eV) of fixed intensity ($I \sim 2 \times 10^{14}$ W/cm$^2$) and produced because of the absorption of the different number $N$ of laser photons beginning from minimum one $N_0$ required for ionization of respective separate valence shell: (a) $N_0=18$ for $3\sigma_g$ in $N_2$, (b) $N_0=19$ for $1\pi_u$ in $N_2$, and (c) $N_0=16$ for $1\pi_g$ in $O_2$.

FIG. 2. The squared generalized Bessel function $B_{N/2}(\zeta(p); \eta/2)$ vs the angle $\theta$ of photoelectron emission with respect to polarization of Ti:sapphire laser field of fixed intensity $I \sim 2 \times 10^{14}$ W/cm$^2$. These angular dependencies were also calculated for three different lowest numbers $N$ of laser photons absorbed beginning from minimum one $N_0=[(I_p+U_p)/\omega]+1$ required for ionization of the respective outermost valence shell: (a) $3\sigma_g$ in $N_2$ molecule and (b) $1\pi_g$ in $O_2$ molecule.
According to Eqs. (20)–(23), derived for the Fourier transforms of the initial molecular state of different bonding symmetry and spatial configuration, the released photoelectron can be emitted along any arbitrary spatial direction with respect to the internuclear axis and/or incident field polarization. The latter suggests a fully three-dimensional (3D) consideration of the molecular ionization process and, unlike any ADK-based approach, allows for direct numerical calculation of molecular PADs, which seem to be of great practical interest (e.g., as a potential probe of molecular structure, intensity effects, and rotational perturbations [31]). Therefore, because the electronic distribution in $\sigma$ molecular valence shells (such as $3\sigma_g$ in N$_2$) is aligned (or dominated) along the internuclear axis, the angular dependence of re-

**FIG. 3.** $N$-photon differential molecular ionization rates (11) calculated for ionization of outermost molecular valence shells in (a–c) N$_2$ and (d–f) O$_2$ under the same conditions as Figs. 1 and 2 vs the angle $\theta$ of photoelectron emission with respect to incident laser field polarization, which is supposed to be lined up in horizontal direction corresponding to the angle $\theta=0$. Those angular dependencies are presented for three different orientations of the internuclear molecular axis $\Theta$ (0, $\pi/4$, and $\pi/2$) relative to polarization of the incident laser field, each for three different lowest numbers $N$ of absorbed photons required for ionization of respective outermost molecular valence shell. 

According to Eqs. (20)–(23), derived for the Fourier transforms of the initial molecular state of different bonding symmetry and spatial configuration, the released photoelectron can be emitted along any arbitrary spatial direction with respect to the internuclear axis and/or incident field polarization. The latter suggests a fully three-dimensional (3D) consideration of the molecular ionization process and, unlike any ADK-based approach, allows for direct numerical calculation of molecular PADs, which seem to be of great practical interest (e.g., as a potential probe of molecular structure, intensity effects, and rotational perturbations [31]). Therefore, because the electronic distribution in $\sigma$ molecular valence shells (such as $3\sigma_g$ in N$_2$) is aligned (or dominated) along the internuclear axis, the angular dependence of re-
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spective Fourier transforms (20) and (21) suggests the ionization from \( \sigma \) valence shells is to be predominant along the internuclear axis (\( \theta_p = 0 \)) [see, e.g., Figs. 3(a)–3(c)]. Thus, the ionization of diatomics with the outermost \( \sigma \) molecular shell (such as \( \text{H}_2 \) or \( \text{N}_2 \)) is expected the largest along the internuclear axis if it is lined up with the incident field direction (\( \Theta = 0 \) or \( \theta_p = \theta \)), for which, additionally, the coupling (EM interaction) of emitted photoelectron to incident laser field is also maximally strong due to the first angle-dependent argument \( \zeta(p) = (E \cdot p)/\omega^2 \cos \theta \) of the generalized Bessel function (5). Unlike this, in \( \pi \) molecular valence shells (such as \( 1 \pi_g \) in \( \text{O}_2 \)) the initial electronic cloud is aligned along a direction quite different from the internuclear axis. Particularly, the angular dependence of respective Fourier transforms (22) and (23) suggests that \( 1 \pi_g \) and \( 1 \pi_u \) valence shells are both a highly resistant to ionization along the internuclear molecular axis \( \sin(\theta_p) = 0 \). Accordingly, the photoelectron emission from respective MOs [see Figs. 1(b) and 1(c)] is always dominated along a direction different from the internuclear axis \( \sin(\theta_p) = 1 \), irrespectively of its orientation relative to the incident laser field polarization. So, the form of the Fourier transform (22) prescribes the ionization from \( \pi_u \) valence shell to be predominant along a direction perpendicular to the internuclear axis \( (\theta_p = \pi/2) \). However, because of antibonding symmetry and related destructive interference along the latter direction, the ionization from the \( \pi_u \) valence shell is to be predominant along a direction different from both the internuclear axis and any transverse direction, e.g., around the angle \( \theta_p = \pi/4 \) and/or \( \theta_p = 3\pi/4 \) with respect to the internuclear axis (see also below). Thus, the ionization of diatomics having \( \pi \) outermost valence shell is expected to be the largest if the internuclear axis is lined up along the corresponding directions with respect to incident field polarization (viz., \( \Theta = \pi/2 \) for \( \pi_u \) and/or \( \Theta = \pi/4 \) for \( \pi_g \)). Finally, the photoelectron emission from outermost \( \pi \) valence shells of homonuclear diatomics (e.g., \( 1 \pi_g \) in \( \text{O}_2 \)) lined up with the incident field direction \( (\Theta = 0) \) may be predominant along a spatial direction somewhat different from the above-mentioned ones (viz., \( \Theta = \theta_p = \pi/2 \) for \( \pi_u \) and/or \( \Theta = \theta_p = \pi/4 \) for \( \pi_g \)), due to a considerably weaker EM coupling to incident laser field along those directions.

Note also that, unlike \( 3 \sigma_g \) or \( \pi \) molecular shells, the bonding \( 1 \sigma_g \) (e.g., in \( \text{H}_2 \)) or antibonding \( 2 \sigma_u \) valence shells can be respectively composed from two spherically symmetric 1S or 2S hydrogenlike AOs, which are equally well ionized, both along the internuclear axis and any transverse spatial direction. Thus, the angular behavior of amplitude of ionization from \( 1 \sigma_g \) or \( 2 \sigma_u \) is mostly determined by quite a different angular (trigonometric) factor \( \cos[(\mathbf{p}_\lambda \cdot \mathbf{R}_0)/2] \) or \( \sin[(\mathbf{p}_\lambda \cdot \mathbf{R}_0)/2] \), which only is angular dependent in respective Fourier transforms. Meantime, the latter trigonometric factors are also present in all Fourier transforms (20)–(23) of initially bound molecular state since they arise owing to a two-centered nature of initial molecular wave function and respective intramolecular interference of amplitudes of ionization from two separate atomic centers [25]. Particularly, the factor \( \cos[(\mathbf{p}_\lambda \cdot \mathbf{R}_0)/2] \cos \theta_p \) in (20) and (22) arises from constructive intramolecular interference that takes place under ionization of molecular valence shells of bonding symmetry [22]. In other words, the mentioned intramolecular interference is to be constructive for photoelectrons emitted from bonding \( \sigma \) and \( \pi_u \) along the internuclear molecular axis [see also Figs. 3(a)–3(c)], at least, for relatively low-energy photoelectrons (viz., \( p \mathbf{R}_0 / 2 \approx 1 \)) predominantly con-

FIG. 4. The photoelectron angular distributions (PAD) (12) calculated for ionization of (a) \( \text{O}_2 \), (b) \( \text{N}_2 \), and (c) \( \text{H}_2 \) by Ti:sapphire laser field of the same very high intensity \((I = 1 \times 10^{15} \text{ W/cm}^2)\) vs the angle \( \theta_p \) of photoelectron emission with respect to the internuclear molecular axis, which is supposed to be strongly aligned along the direction of incident laser field polarization corresponding to the angle \( \theta_p = 0 \). For each of diatomics both the total molecular PAD corresponding to overall contribution from all (outermost and inner) molecular valence shells is presented (thick line) as well as the partial molecular PADs (thin lines) corresponding to separate contribution from a single respective (outermost or inner) molecular valence shells. Moreover, the atomic PADs (dashed-dotted line) produced due to ionization of respective atomic counterparts are also presented here for the convenience of direct comparison.
tributing to respective total ionization rate (13). For the same reason, the ionization from \( \sigma_g \) and \( \pi_g \) along any transverse direction (perpendicular to the internuclear molecular axis (cos \( \theta_p = 0 \)) is always constructive, for both low-energy and relatively high-energy photoelectrons (\( \rho_p R_0 / 2 \approx 1 \)). However, because of the presence of additional angular factor cos \( \theta_p \) in (20), the photoelectron emission from \( 3\sigma_g \) is suppressed along a transverse direction, whereas from \( \pi_u \) valence shell it is strongly suppressed along the internuclear molecular axis due to the presence of sin \( \theta_p \) in (22). Thus, we conclude that the ionization from \( 3\sigma_g \) is predominant along the internuclear axis (although, more likely for a relatively low-energy photoelectrons), whereas the ionization from \( \pi_u \) is predominant for all photoelectrons emitted along a transverse direction.

Conversely, the intramolecular interference of ionization from separate atomic centers is to be destructive for ionization of valence shells of antibonding symmetry, that results in arising of a quite different interference-related trigonometric factor sin(\( \rho_p R_0 / 2 \\cos \theta_p \)) in respective Fourier transforms, such as (21) and (23). In particular, the latter destructive interference (suppression) is to be especially prominent for all photoelectrons emitted along a transverse spatial direction, perpendicular to the internuclear axis (\( \theta_p \approx \pi / 2 \)).

Meanwhile, for ionization along the internuclear axis (\( \theta_p = 0 \)), the interference is destructive mostly for low-energy photoelectrons (viz., \( \rho_p R_0 / 2 \approx 1 \)) predominantly contributing to respective total ionization rate (13). Thus, since the photoelectron emission from antibonding \( \sigma_g \) is also highly suppressed along the internuclear molecular axis [due to presence of sin \( \theta_p \) in (23)], we conclude that the ionization of \( \pi_g \) is to be predominant along a spatial direction quite different from both the internuclear axis and/or perpendicular to it [see Figs. 3(d)–3(f)]. Unlike this, one expects that the ionization of \( 2\pi_g \) is most likely to occur along the internuclear molecular axis, because of a highly destructive suppression of low-energy photoelectron emission along a transverse direction.

To illustrate the conclusions made above, the total PADs (12) calculated for ionization of diatomics O\(_2\), N\(_2\), and H\(_2\) by the same laser pulse of high intensity and long duration are presented in Figs. 4(a)–4(c) compared to PADs produced due to ionization of respective atomic counterparts (viz., Xe for O\(_2\) and Ar for N\(_2\) and H\(_2\)).

Recall, that the ionization potential of Xe (\( I_p = 12.13 \) eV) is nearly identical to that of the outermost \( 1\pi_g \) valence shell in O\(_2\) (\( I_p(1\pi_g) \approx 12.07 \) eV), whereas the ionization potential of Ar (\( I_p = 15.75 \) eV) is nearly identical to that of the outermost \( 3\sigma_g \) valence shell in N\(_2\) (\( I_p(3\sigma_g) \approx 15.58 \) eV) or \( 1\sigma_g \) in H\(_2\) (\( I_p(1\sigma_g) \approx 15.43 \) eV). Thus, all PADs presented in Figs. 4(a)–4(c) account for the overall contribution of all photoelectrons emitted from a specified molecular valence shell to final continuum states (10). Namely, these total PADs are obtained by means of summation over all contributing ATI peaks (or the so-called open ATI channels) of energies \( E_{n,p} \), although only within the finite region \( N_0 \leq N \leq N_0 + 2 \eta \) where the direct ATI process is mostly predominant. As expected, for the particular case of strongly aligned diatomics under consideration (\( \Theta = 0 \) and, thus \( \theta = \theta_p \)), all the calculated PADs have azimuthal symme-

try with respect to the internuclear axis. For this reason, only the dependence on the polar angle \( \theta \) of photoelectron emission with respect to the incident laser field polarization is presented in Figs. 4(a)–4(c). In particular, the photoelectron emission from \( \sigma \) molecular orbitals is well seen to be predominant along or around the internuclear axis. Moreover, since the internuclear axis is supposed to be coincident with the polarization of incident laser field, the photoelectron emission from \( \sigma \) valence shell is highly suppressed along the direction perpendicular to the internuclear axis. Unlike this, the photoelectron emission from \( \pi \) valence shells is well seen to be highly suppressed along the internuclear molecular axis, irrespective of the direction of incident laser field polarization. The calculated PADs presented in Figs. 4(a) and 4(b) and corresponding to ionization of \( \pi_u \) valence shells do demonstrate such a high suppression in ionization along the internuclear molecular axis as well as no suppression in photoelectron emission along the transverse direction due to a bonding symmetry and related constructive interference of ionization contributions from separate atomic centers. Unlike \( \pi_u \), the emission of photoelectrons from \( \pi_g \) valence shell is also strongly suppressed along the direction perpendicular to the incident laser field polarization because of antibonding symmetry and related destructive interference of ionization contributions from separate atomic centers. As a result, the photoelectrons are predominantly emitted from \( 1\pi_g \) valence shells along the direction around the angles \( \theta_p = 25^\circ \) and \( \theta_p = 155^\circ \) (or, more exactly, within the angle regions \( 15^\circ \leq \theta_p \leq 45^\circ \) and \( 135^\circ \leq \theta_p \leq 165^\circ \)).

Thus, the strong-field amplitudes of molecular ionization derived within the currently proposed SFA-LCAO approach generally depend on a variety of the problem parameters (e.g., laser frequency and intensity) and structure features of the molecular system under ionization (such as structure of molecular valence shells and their ionization potential, bonding symmetry and spatial configuration with respect to the internuclear molecular axis and orientation with respect to the incident laser field polarization, etc.). Accordingly, the phenomenon of suppressed or enhanced molecular ionization compared to ionization of a counterpart atomic system is not to be generally a result of only one of these important features alone, but rather the result of interplay of all these factors put together, so that each of them requires special and careful consideration. According to the SFA-LCAO approach, all the model-related derived analytical expressions (11)–(13) and (20)–(23) do suggest fully 3D treatment of the molecular ionization process that implies the photoelectron emission along any (arbitrary) spatial direction relative to the incident laser field polarization which can be in general randomly oriented with respect to the internuclear molecular axis. Nonetheless, let us suppose further the internuclear axis to be strongly aligned along the polarization of incident laser field (i.e., \( \Theta = 0 \) and \( \theta = \theta_p \)) as the orientation effects in strong-field molecular ionization are deserving of special detailed consideration, elsewhere in our further publications.

The latter oversimplifying supposition is made just to reduce the number of all these influencing factors to fewer ones, moreover, it is also based on the underlying physical mechanism conventionally referred to as a dynamic alignment in current literature [32]. In the meantime, the approximation...
made seems to be sufficiently well justified (see, e.g., [33]) for laser pulses of sufficiently long duration and also supported by other alternative calculations (e.g., within two-dimensional (2D) extension of ADK consideration [34]) in which the orientation averaging effects proved to be negligible and, thus, quite insufficient to provide an observed high suppression in ionization of O₂ versus its atomic counterpart Xe. As was firmly established earlier [35], the field associated with intense, linearly polarized laser radiation of picosecond pulse duration induces sufficiently strong torques on an initially randomly oriented ensemble of linear diatomic molecules, so that reorientation of internuclear axis occurs. In later experiments [36] with a number of heavy diatomic molecules irradiated by sub-100 fs pulse of a Ti:sapphire laser, it was also shown that studying ionization without alignment does require only a molecule with large moment of inertia and small anisotropic polarizability [37], so that the experiment [38] shows clear signs of dynamic alignment of lighter molecules (such as H₂, N₂, and O₂), which are forced into alignment by the sub-100 fs laser pulse.

When studying the strong-field ionization process, the major difficulty with molecules is to deal with both the electronic and nuclear degrees of freedom. Therefore, the latter is often neglected, through the use of the Born-Oppenheimer approximation, keeping the nuclei fixed and thus ignoring the role of other possible contributing channels—the dissociative ionization and Coulomb explosion. Historically, the three channels—ionization, dissociation, and Coulomb explosion—were normally treated as sequential processes [39]. The latest developments, however, suggest that this is not always true. According to an analysis [40] based on a one-dimensional (1D) model of the response of a simple molecular ion to an intense infrared laser pulse, it is necessary to include the motion of the nuclei in order to properly address the question of the competition between the different processes: excitation, ionization (leading to Coulomb explosion), and dissociation. The latter, in particular, depends critically on the duration of the laser pulse and also on the absolute phase of the laser. Depending on the exact pulse parameters, the ionization, dissociative ionization, and even a tiny amount of Coulomb explosion occur in parallel. In the case of incident laser pulse parameters (intensity I~1 × 10¹⁵ W/cm² and pulse duration τ~100 fs) and sequential processes under consideration (when, for example, the ionization step followed by dissociation or by a second ionization step), the ionization process generally saturates at a lower intensity than the second step. As long as the process of molecular ionization under study approaches saturation, it is quite common that the signals from the consecutive steps are still far from saturation and differ by orders of magnitude, so that the respective contribution from the latter consecutive processes can be ignored. Thus, despite the fact that dissociation certainly occurs too, it becomes significant and saturates at a much higher laser intensity (I~10¹⁵ W/cm²), which is beyond the scope of this paper.

Nonetheless, including the nuclei motion in proper consideration is generally feasible within the framework of the currently applied SFA-LCAO approach, but this additionally requires preliminary knowledge of available reliable data (previously calculated or measured in experiment) related to dependence of molecular binding energy on internuclear separation R₀. To the best of our knowledge, the latter dependence is reliably known only for the simplest diatomics (H₂⁺ or H₂), and Fig. 5 presents our numerical results for ionization of the ground X¹Σ⁺ state of H₂ and respective R₀ dependence of the calculated ionization rate (13). These results are generally consistent with similar R₀-dependent behavior of the ionization rate revealed in [40] under 1D numerical simulation of strong-field ionization of diatomic ion H₂⁺. Particularly, Fig. 5 demonstrates a noticeable enhancement of the H₂ ionization rate mentioned above is, in qualitative agreement with similar behavior of electron-nuclear dynamics of the multiphoton H₂⁺ dissociative ionization numerically calculated in [41] (see, e.g., Fig. 5(b) presented therein) and allows for transparent interpretation within the currently proposed model. Namely, the initial (transient) and final decrease of ionization rate in expanding H₂ is explained by respective reduction of contribution from low-energy photoelectrons (viz., of momentum pₑ~2/R₀), only for which, because of the trigonometric factor cos[(pₑR₀)/2]cosθ_p, the intramolecular interference in bonding 1σg along the molecular axis (cosθ_p~1) is still constructive. Meanwhile, in expanding diatomic H₂ the respective R₀-dependent molecular ionization potential I_p (R₀) gradually decreases, thereby reducing the respective number N_p(1σg) of absorbed photons minimally required for ionization of 1σg. This leads to a considerably enhanced ionization rate, insomuch as under further expansion of H₂ the latter enhancement may become temporarily prevailing over the opposite mentioned effect arising from reduced contribution of low-energy photoelectrons because of destructive closing of

FIG. 5. The calculated molecular ionization rate (13) for the laser-irradiated H₂ molecule, under the same conditions as in Fig. 4 vs the internuclear separation R₀ beginning from equilibrium one R₀=0.742 a.u. The presented results were calculated taking into account the R₀ dependence of the molecular binding energy ε_p(R₀) corresponding to the ground X¹Σ⁺ state.
some low-energy ATI channels. The latter explains a subsequent transient rising of the ionization rate within an intermediate region ($3 \leq R_0 \leq 9$ a.u.), although, under further expansion ($R_0 \geq 9$ a.u.), the mentioned enhancement is getting down because of a negligible variation of molecular ionization potential.

Since for other diatomics under consideration the value of molecular binding energy is reliably known only at equilibrium internuclear separation $R_0$, our current consideration is restricted to the fixed-nuclei approximation, so that in this paper we will further focus on the electron ionization aspect only at $R_0=R_e$. The SFA-LCAO model related numerical results for molecular ionization rates (13) of strongly aligned diatomics ($\text{O}_2$, $\text{N}_2$, and $\text{H}_2$), calculated according to derived analytical expressions (20)–(26), are presented versus the intensity of an incident Ti:sapphire laser field (of wavelength...
\(\lambda = 800\ \text{nm}\) in the Figs. 6(a)–6(c) as well as the ionization rates of respective atomic counterparts. These results show clear signs of a high suppression in ionization of \(\text{H}_2\) and \(\text{O}_2\) with respect to ionization in \(\text{Ar}\) and \(\text{Xe}\), respectively as well as no suppression or (beginning from \(5 \times 10^{14}\) \(\text{W/cm}^2\)) even an enhanced ionization of \(\text{N}_2\) molecule relative to \(\text{Ar}\), that all is in a qualitative accordance with relevant experimental data observed in experiments \([13–16]\). Particularly, the presently calculated suppression in total ionization rates of \(\text{O}_2\) with respect to \(\text{Xe}\) has been found to be well over about one order of magnitude in the lower-intensity region \((10^{13} \text{ W/cm}^2 \leq I \leq 2 \times 10^{14} \text{ W/cm}^2)\) and becomes a bit smaller in the higher-intensity region \((I \geq 5 \times 10^{14} \text{ W/cm}^2)\) due to increased contributions from inner 1\(\pi_s\) \((f_n^{1\pi_s} = 16.26 \text{ eV})\) and 3\(\sigma_g\) \((f_n^{3\sigma_g} = 18.18 \text{ eV})\) valence shells equally well taken into account and also separately represented in Fig. 6(a). Thus, the latter contributions of two other closest inner valence shells to the total calculated ionization rate of \(\text{O}_2\) proved to always be negligibly small compared to predominantly the contributing outermost 1\(\pi_s\) valence shell. Also, Fig. 6(b) shows a noticeable suppression in ionization of \(\text{H}_2\) with respect to its diatomic counterpart \(\text{N}_2\) and atomic counterpart \(\text{Ar}\), so that the latter calculated suppression relative to \(\text{Ar}\) is about of the same value (less than about one order of magnitude) within the low-intensity region \((10^{13} \text{ W/cm}^2 \leq I \leq 2 \times 10^{14} \text{ W/cm}^2)\). Thus, being a noticeably smaller than suppression in ionization of \(\text{O}_2\) relative to \(\text{Xe}\) [suggested in Fig. 1(a)], the latter suppression in ionization of \(\text{H}_2\) is getting considerably more pronounced within the relatively high-intensity region \((I \geq 2 \times 10^{14} \text{ W/cm}^2)\) under consideration. Such a behavior is also fairly well consistent with respective dependence of the molecular ionization rate on incident laser intensity revealed in recent experiments for ionization of \(\text{D}_2\) (see, e.g., Fig. 5 in [16]), although in a contradiction to relevant results calculated within the MO-ADK model of molecular strong-field ionization \([24]\) (at least, within the strong-field domain only where the validity of the ADK theory is well justified, see, e.g., Fig. 6 presented therein).

In the meantime, the calculated total ionization rates for \(\text{N}_2\) as well as the respective separate contributions of the outermost 3\(\sigma_g\) and two inner 1\(\pi_s\) \((f_n^{1\pi_s} = 16.96 \text{ eV})\) and 2\(\sigma_g\) \((f_n^{2\sigma_g} = 18.73 \text{ eV})\) valence shells show quite a different relative behavior compared to companion \(\text{Ar}\) atom. So, Fig. 6(c) also demonstrates that within a broad region of laser intensity values \((I \geq 5 \times 10^{14} \text{ W/cm}^2)\) the relative contribution from inner shells to ionization of \(\text{N}_2\) is also considerably less than that of the outermost 3\(\sigma_g\), although slightly larger as compared to that from 1\(\pi_s\) and 3\(\sigma_g\) inner shells in ionization of \(\text{O}_2\). According to the results presented in Fig. 6(c), owing to the contribution from inner shells, the ionization of \(\text{N}_2\) is just a slightly enhanced relative to \(\text{Ar}\), especially with the region of relatively low and moderate laser intensity. However, in a high-intensity region (over than about \(5 \times 10^{14} \text{ W/cm}^2)\) the enhanced ionization of \(\text{N}_2\) relative to \(\text{Ar}\) becomes more prominent because of the fast increase of relative contributions from the 1\(\pi_s\) and 2\(\sigma_g\) inner shells when the laser intensity increases. Thus, the currently applied SFA-LCAO model also suggests the background mechanism underlying (at least, within the high-intensity region) an enhanced ionization in \(\text{N}_2\), which is thus due to ionization of two other (inner) contributing valence shells. Otherwise, without taking any contribution of inner molecular shells involved into ionization, the contribution only from ionization of the 3\(\sigma_g\) shell would just result in no suppression in ionization of \(\text{N}_2\) relative to \(\text{Ar}\).

Like the MO-SFA-based molecular ionization model \([22]\), the currently applied SFA-LCAO model also suggests the similar predominant background mechanism underlying the high suppression in ionization of \(\text{O}_2\) and/or no suppression present in ionization of \(\text{N}_2\). Namely, the reason of high suppression in ionization of \(\text{O}_2\) is also identified here as a highly destructive interference of ionization from separate atomic centers due to antibonding symmetry of a predominantly contributing outermost valence shell. Because of the presence of the trigonometric factor \(\sin[(p_N \cdot R_0)/2]\) in the Fourier transform (23) of the initial two-centered molecular state corresponding to the predominantly contributing antibonding 1\(\pi_s\) outermost valence shell of \(\text{O}_2\), the respective total ionization rate contains the interference-related factor

\[
2|\sin [(p_N \cdot R_0)/2]|^2 = 1 - \cos[(p_N \cdot R_0)]
\]

Thus, the latter interference gives rise to a suppression of few ATI photoelectron peaks \((p_N R_0 \cos \theta_0 \leq 1)\) of the lowest energy corresponding to a few lowest values of number \(N\) of incident photons absorbed over the minimal one \(N_0^{(1)}=[(f_n^{1\pi_s} + U_p)/\omega_i]+1\) required for ionization. The mentioned high suppression is well illustrated by Fig. 7(a), where the molecular photoelectron spectra corresponding to ionization of \(\text{O}_2\) are represented in the form of integral ionization rates \(K_N^{(1)}(p_N, \eta)\) [Eq. (11)] calculated both for all and separately for each of the contributing valence shells. Namely, the lowest-energy ATI peaks with \(N=N_0^{(1)}=43\) and 44 presented in Fig. 6(a) are well seen to be noticeably suppressed in the photoelectron spectrum corresponding to the ionization of the antibonding 1\(\pi_s\) valence shell. Figure 7(a) also demonstrate that the respective low-energy ATI peaks are not considerably suppressed in integral photoelectron spectra corresponding to ionization of spherically symmetric initially bound atomic state of \(\text{Xe}\) and, due to a considerably higher height (intensity), those low-energy ATI peaks predominantly contribute to the total atomic ionization rate. The latter feature in atomic photoelectron spectra is mainly related to the asymptotic behavior of generalized Bessel function \(B_N^{(w)}(\zeta(p_N); \eta)\) for very large order \(N\) and small first argument \(\zeta(p_N)=(E \cdot p_N)/(\omega^2 - (E/\omega)^2)(2(N\omega - I_p) - U_p)\), which is increasing with an increase of the order \(N\) corresponding to the total number of incident photons absorbed. Thus, despite \(\zeta(p_N) \leq 1\) for a few lowest-energy photoelectron peaks of order beginning from a minimum one \(N_0\) (the minimum number of absorbed photons required for ionization), this does not necessarily mean that \(B_N^{(w)}(\zeta(p_N); \eta)\) is to be initially a decreasing function of the order \(N \geq N_0^{(1)}=1\). In the meantime, the respective few lowest-energy ATI peaks are noticeably suppressed in photoelectron spectra of \(\text{O}_2\) due to the antisymmetric nature of the outermost (and predominantly contributing) antibonding 1\(\pi_s\) shell and related destructive
ionization rates \( \text{RN} \) same conditions as Fig. 4 and represented as integral \( N \). Here ionization of the respective atomic counterpart are also presented for which the ionization of \( \text{O}_2 \) is highly suppressed. Reduced contribution to the total ionization rate is the reason for the presence of a few lowest-energy ATI peaks in the respective photoelectron spectra. The closing of those lowest-energy ATI channels under ionization of respective inner molecular shell and related lack of partial contributions from corresponding photoelectron peaks (though, predominantly contributing to the ionization rate of the outermost molecular shell) is, thus, identified as the background mechanism underlying a relatively small contribution to the ionization rate from inner molecular shells. Particularly, there are several lowest ATI peaks in \( \text{O}_2 \) photoelectron spectra corresponding to \( N=43, 44, \) and 45 lacking in spectra due to separate ionization of inner \( 1\pi_u \) (viz., \( N=43 \) and 44) and \( 3\sigma_g \) (viz., \( N=43 \), 44, and 45) molecular shells calculated under the same laser pulse parameters. There are also few lowest ATI peaks in \( \text{N}_2 \) photoelectron spectra corresponding to \( N=45 \) and 46 lacking in ATI spectra due to separate ionization of inner \( 1\pi_u \) and \( 2\sigma_g \) shells.

Another remarkable feature well recognized in molecular photoelectron spectra corresponding to ionization of molecular valence shell of bonding symmetry, such as \( 3\sigma_g \) and \( 1\pi_u \) in \( \text{N}_2 \) and \( \text{O}_2 \) or \( 1\sigma_g \) in \( \text{H}_2 \), and presented in Figs. 7(a)–7(c) is a pronounced deep minimum in the intermediate (high-energy) domain, where the direct ATI process is, however, still predominant. Even for the same laser pulse parameters, the position of the minimum is different for different valence shell and proved to be also strongly dependent on respective binding energy, the internuclear separation \( R_0 \) and the angle \( \Theta \) of the internuclear axis orientation with respect to polarization of incident laser field (i.e., \( \cos \Theta = e\cdot (\mathbf{p}_0, \mathbf{R}_0)/R_0 \)). Being expressed in total number \( N \) of incident photons absorbed, the position of the minimum in all calculated spectra has been ascertained to obey the following relation:

\[
N_{\text{min}}^{(n)} = N_0^{(n)} + \pi^2/(2\omega R_0^2 \cos^2 \Theta) \tag{28}
\]

where \( N_0^{(n)} \) is the introduced earlier minimum number of photons required to overcome the field-induced ionization threshold corresponding to \( n \)th valence shell. The origin of the minimum is strongly related to the two-centered nature of the initial bound molecular state under ionization and can be explained in terms of the respective intramolecular interference of ionization from two atomic centers separated by the internuclear distance \( R_0 \). Because of the presence of the \( \text{cosine} \) interference-related trigonometric factor in the Fourier transforms (20) and (22) or the factor \( \cos^2[(\mathbf{p}_0, \mathbf{R}_0)/2] \) in the respective molecular ionization rate corresponding to bonding valence shell, the ionization from separate AO can also be highly destructive for large photoelectron momenta satisfying the condition.
\[2 \cos^2 \left( \frac{(p_N \cdot R_0)}{2} \right) = 1 + \cos(p_N \cdot R_0) = 1 + \cos(p_NR_0 \cos \theta_p) = 0.\]

The latter condition can be rewritten in the different equivalent form

\[p_NR_0 \cos \theta_p = p_NR_0(\cos \theta \cos \Theta + \sin \theta \sin \Theta \cos \varphi) = \pi(2l + 1), \quad l = 0, 1, 2 \cdots\]

or, after averaging over all angles (\(\theta\) and \(\varphi\)) of photoelectron emission with respect to incident field polarization, one can derive for the position of the first minimum (viz., \(l=0\)) in integral molecular photoelectron spectra (i.e., integrated over all angles of photoelectron emission)

\[
\frac{p_{N_{\text{min}}}}{2} = (N_{\text{min}} - N_0)\omega = \frac{\pi^2}{2R_0^3 \cos^3 \Theta}.
\]

For the particular case of ionization of strongly aligned diatomics under consideration (viz., \(\cos \Theta = 0\)), one can evaluate and verify that the position of the first minimum in all photoelectron spectra corresponding to ionization of each molecular bonding valence shell presented in Figs. 6(a)–6(c) is in excellent accordance with what is prescribed by Eq. (28). The case of \(2\sigma_u^*\) valence shell in \(N_2\) is exceptional since the similar pronounced minimum in the respective molecular photoelectron spectrum is rather related to the particular analytical form (21) of the Fourier transform \(\Phi_{2\sigma_u^*}(p_N) - (\kappa^2_{2\sigma_u^*} - p_N^2)\) for \(2\sigma_u\) AO from which the molecular \(2\sigma_u^*\) valence shell is composed. Thus, the latter minimum has nothing to do with the destructive interference for large photoelectron moments under discussion, so that its position can be adequately found by means of quite a different relation \(N_{\text{min}}^{(2\sigma_u^*)} = N_{0\sigma_u^*}^0 + \kappa^2_{2\sigma_u^*}/(2\omega)\). To conclude, all the calculated molecular photoelectron spectra presented in Figs. 6(a)–6(c) show the general form to be in fairly good accordance with similar ones calculated in [23] and also demonstrate a behavior quite consistent with spectra observed in molecular ATI experiments (e.g., [42]).

V. CONCLUSION

The strong-field ionization in a number of light homonuclear diatomic molecules irradiated by an intense laser radiation field was considered theoretically and studied numerically within the framework of the proposed SFA-LCAO model based on a conventional strong-field approximation supplemented by the linear combination of atomic orbitals (LCAO) and molecular orbitals (MO) model invoked for analytical reproducing the one-electron wave function of an initially bound molecular state under ionization. The latter wave function is approximately reproduced as two-centered MO consisting of either symmetric (for bonding state) or antisymmetric (for antibonding state) superposition of two predominantly contributing hydrogenlike AOs shifted to each other by equilibrium internuclear separation \(R_s\). The form of these two AOs is generally different for molecular shells (such as \(\sigma_g\) and \(\pi_p\) of various spatial (geometrical) configuration and chosen to fairly well reproduce the distribution of the respective electronic density. Besides the proper bonding symmetry of the molecular shell under ionization, the proposed SFA-LCAO model also provides one with an adequate (though, also \(a\ priori\) approximate) fully 3D description of both an initially bound molecular state and the entire strong-field molecular ionization process. The latter process is described as a highly nonperturbative and pure SAE response to incident laser field corresponding to a superposition of amplitudes of ionization from two separate atomic centers. Unlike the similar model [22] developed earlier, the spatial configuration of molecular orbitals with respect to the internuclear axis is taken into completely SAE-based analytical consideration and, wherever appropriate, the additional contribution of other (inner) valence shells of larger binding energy is incorporated as well. Moreover, unlike any ADK-based theory, the applied approach suggests a fully 3D consideration, so that all the model-related analytical expressions are derived in a general form assuming an arbitrary direction of photoelectron emission with respect to incident field polarization or the internuclear axis. Accordingly, the derived expressions allow for representation of differential and integral molecular ionization rates (as well as for respective PADs) in a closed and compact analytical form available for direct numerical calculations and transparent interpretation (including the so-called orientational effects).

For the particular case of strong molecular alignment, which was only considered under the final numerical calculations, the proposed model also predicts a high suppression in ionization of \(O_2\) and \(H_2\) (as well as no suppression for \(N_2\)) compared to their “companion” atoms and proposes the background mechanism underlying this phenomenon. The latter is currently identified as the result of an interplay of two main (and equally important) reasons. Namely, according to the SFA-LCAO model, the origin of enhanced (or suppressed) ionization in homonuclear diatomics is attributed to (i) constructive (or destructive) intramolecular interference in the outermost MO under ionization (such as in the MO-SFA model [22]); (ii) particular spatial (geometrical) configurations of the outermost MO and its orientation relative to the internuclear axis and laser field polarization (such as in MO-ADK model [24]). So, a high suppression in ionization of \(O_2\) compared to companion \(Xe\) is explained mostly by a particular configuration of the outermost 1\(\pi_x\) MO, whose 2\(p_{x,y}\) AOs are oriented normally to the molecular axis and, thus, contribute to ionization negligibly due to the EM coupling to incident laser field is the most weak along a transverse direction (cos \(\theta_p=0\)) under the case of molecular alignment. In addition, because of the presence of the sine trigonometric factor in (23), the intramolecular interference is destructive for all photoelectrons emitted from 1\(\pi_x\) MO along a transverse direction, whereas, for ionization along the internuclear axis, the intramolecular interference is destructive only for low-energy photoelectrons, the suppression of which [normally contributing predominantly to respective molecular ionization rate (13)] leads to a high suppression in ionization of \(O_2\). In the meantime, the suppression in ionization of \(H_2\) (compared to \(Ar\)) is currently identified as the mostly geometrical phenomenon, i.e., related to spatial configuration of its 1\(\sigma_g\) MO consisting of spherically symmetric 1\(S\) AOs, from which the photoelectron emission is equally.
possible in any spatial direction. Moreover, because of the cosine trigonometric factor \(\cos(p_\sigma R_0 \cdot \cos \theta_p)\), the related intramolecular interference in ionization of bonding \(1\sigma_g\) along the internuclear axis (\(\cos \theta_p = 1\)) is constructive only for low-energy photoelectrons, whereas the interference is always constructive for all photoelectrons emitted from \(1\sigma_g\) along a transverse direction, for which the total photoelectron emission from \(1\sigma_g\) in \(\text{H}_2\) is to be predominant. However, for the case of strongly aligned diatomics, the transverse directions correspond to the most weak EM coupling to laser field that eventually leads to a poor total ionization of \(\text{H}_2\) compared to companion \(\text{Ar}\). Finally, for the \(\text{N}_2\) molecule, the proposed SFA-LCAO model predicts no suppression (or even some enhancement compared to companion \(\text{Ar}\)) in ionization mostly due to a considerably prolated spatial configuration of the outermost \(3\sigma_g\) MO whose two \(2p_\sigma\) AOs are oriented (and, thus, most easily ionized) along the internuclear axis, for which, in addition, the EM coupling to laser field is the strongest for the case of molecular alignment under consideration. Moreover, for ionization of \(3\sigma_g\) MO, the intramolecular interference along the internuclear axis is constructive only for low-energy photoelectrons, although, predominantly contributing to the respective ionization rate. Besides that, at a very high laser intensity, some minor enhancement in ionization of \(\text{N}_2\) is also partly caused by an additional comparable contribution from ionization of other (inner) valence shells.
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